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CONTINGENCIES OF REINFORCEMENT IN A FIVE-PERSON PRISONER’S DILEMMA

RICHARD YI AND HOWARD RACHLIN

STATE UNIVERSITY OF NEW YORK AT STONY BROOK

As in studies of self-control, a tit-for-tat contingency in an iterated prisoner’s dilemma game creates
a conflict between maximization of local and global reinforcement. The present experiments ex-
amine this conflict in a multiplayer prisoner’s dilemma game. Versus tit for tat, cooperation corre-
sponds to self-control; defection, always immediately reinforced, corresponds to impulsiveness. Three
experiments examined sensitivity of behavior to the global reinforcement contingency imposed by
tit for tat. Undergraduates played a five-player prisoner’s dilemma game against four dummy players
programmed to play tit for tat or randomly. With tit for tat, a player’s cooperation (or defection)
increased dummy players’ cooperation (or defection) on subsequent trials—reinforcing cooperation
and punishing defection in the long run. Participants cooperated at a higher rate when the dummy
players played tit for tat than when the dummy players played randomly. These results are consistent
with findings in corresponding studies of self-control. Some participants, caught in a trap of mutual
defection with the tit-for-tat playing dummy players, came to cooperate when the tit-for-tat contin-
gency was reset (‘‘forgiving’’ participants’ previous defections) during a pause in the game. This
increase was a result of the combined effects of a pause and reset; neither pausing nor resetting
independently resulted in an increase in cooperation.
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The matrix of Figure 1 is an example of
available choices and rewards in a traditional
two-player prisoner’s dilemma game (PDG).
Each player has two choice alternatives: ‘‘co-
operation’’ and ‘‘defection.’’ Consider Player
A’s alternatives: If B cooperates, then A earns
10 units for defection or seven units for co-
operation; if B defects, then A earns three
units for defection or zero units for cooper-
ation. Regardless of B’s choice, A’s reward is
higher for defection than for cooperation.
Player A should defect. Because the game is
perfectly symmetrical, the same is true for
Player B. However, when both players defect,
both earn less (three units each) than if both
players had cooperated (seven units each).
This conflict between individual and group
benefits creates the dilemma.

If the game is iterated over many trials
(IPDG), players may apply a tit-for-tat strategy
(TFT) to facilitate mutual cooperation (see
Komorita, 1976 for a review). A player apply-
ing TFT mimics the other player’s previous-
trial choice: after cooperating on the first
trial, cooperation is reciprocated with coop-
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eration on the next trial or defection with de-
fection on the next trial. Suppose Player B
plays TFT. Against B’s TFT strategy, A’s pre-
sent-trial choice is mimicked by B’s next-trial
choice. Note that when B cooperates, A’s al-
ternatives are higher (10 or seven units) than
when B defects (three or zero units). Thus,
when B plays TFT, A’s cooperation on the
present trial is reinforced (with a delay) by
B’s cooperation on the next trial, and A’s de-
fection on the current trial is punished (with
a delay) by B’s defection on the next trial
(Rachlin, Brown, & Baker, 2001). Note also
that in an IPDG against TFT, overall rein-
forcement rate is directly proportional to per-
centage cooperation. With the values in Fig-
ure 1, and one player playing TFT, the other
player’s reinforcement rate is maximized (at
seven units per trial) by 100% cooperation
and minimized (at three units per trial) by
100% defection.

Most laboratory studies of social coopera-
tion use a two-player PDG like that of Figure
1. Recently, in order to better mirror real-life
social dilemmas, investigators have expanded
the number of players in the PDG to more
than two (NPDG; Ledyard, 1995). Figure 2
shows the contingencies, for a given player,
in a five-player NPDG. The two solid diagonal
lines show the reward amounts for coopera-
tion or defection (ordinate) as a function of
the number of other players cooperating



162 RICHARD YI and HOWARD RACHLIN

Fig. 1. The choices and outcomes of a prisoner’s di-
lemma game. Each player has two alternatives (coopera-
tion and defection); for each player, the reward for de-
fection (10 units if other player cooperates, three units
if the other player defects) is always greater than the re-
ward for cooperation (seven units if the other player co-
operates, zero units if the other player defects) on a sin-
gle trial.

Fig. 2. The contingencies for a single player in a five-
player prisoner’s dilemma game. The reward for defec-
tion (upper solid line) is always greater than the reward
for cooperation (lower solid line). The outcome on a
given choice is determined by the player’s choice and the
number of other players who cooperate (x-axis). The
dashed line is the mean reward for all players as a func-
tion of the number of players that cooperate. This mean
reward is higher on the left side of the figure, when all
other players cooperate.(lower abscissa). As in the two-player game,

the immediate reward for defection is always
greater than that for cooperation. In Figure
2, the difference between current-trial defec-
tion and cooperation rewards is four units re-
gardless of the number of other players co-
operating (the solid lines are parallel).
However, the fewer the number of coopera-
tors, the lower the reward for both coopera-
tion and defection (the solid lines slope
downward as the number of players cooper-
ating decreases). The dashed line shows the
average reward over all participants as a func-
tion of the number of cooperators. Although
defection pays more than cooperation for any
individual player, cooperation pays more than
defection for the group as a whole. As with
the two-player PDG, the dilemma is one of
individual versus group benefit.

The present experiments studied the effect
of TFT on cooperation in an iterated NPDG
(INPDG) with human participants. The TFT
contingency was imposed as follows: Partici-
pants were told that they were playing a re-
peated game with 4 other participants (being
simultaneously tested) but each was actually
playing against 4 dummy players (DPs) whose
choices were determined by a computer. If
the participant cooperated on any given trial,
1 more DP would cooperate on the next trial;
if the participant defected on any given trial,
1 more DP would defect on the next trial

(within the limits of 0 to 4 DPs cooperating).
In Figure 2, cooperation on a given trial
would move the outcomes of a player’s alter-
natives one unit to the left on the next trial
(increasing value); defection would move the
outcomes of a player’s alternatives one unit
to the right (decreasing value). Overall rein-
forcement rate with this INPDG versus TFT
(as with the two-player IPDG vs. TFT) is pro-
portional to percentage cooperation over re-
peated trials; the dashed line in Figure 2 gives
overall average reinforcement per trial as a
function of percentage cooperation (upper
abscissa).1

The reinforcement contingencies in an
IPDG against TFT correspond to those in

1 Another method used to program reciprocity with
NPDG (Komorita, Parks, & Hulbert, 1992) fixes the num-
ber of other players reciprocating the participant’s choic-
es. However, this method has two problems. First, all TFT
players must play identically (as one): the more other
players who play TFT, the lower the effective number of
players, and if all other players played TFT, the N-player
game would become essentially a two-player game. Sec-
ond, this method leaves open what strategy the other
players, not playing TFT, should employ. Any systematic
play by these other players may affect the participant’s
choices. Even random play (to which the best response
is repeated defection) has its effect—as the present ex-
periments will show.
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studies of self-control. In fact, Harris and
Madden (2002) directly compared measures
of self-controlled/impulsive behavior (Ma-
zur’s [1987] discounting parameter obtained
from delay discounting procedures) and be-
havior in a two-player IPDG against a TFT
strategy. They found a modest positive cor-
relation between rate of delay discounting
and rate of defection. Except for the DP con-
text, the current procedure is similar to self-
control experiments (Ainslie, 1992; Rachlin,
2000) and particularly to ‘‘primrose path’’
self-control procedures (Herrnstein, Loew-
enstein, Prelec, & Vaughan, 1993; Heyman,
2003; Kudadjie-Gyamfi & Rachlin, 1996,
2002). Participants in self-control studies typ-
ically choose between a smaller-sooner re-
ward (SS) and a larger-later reward (LL).
Preference for the LL reward (and the re-
sulting higher overall reinforcement rate) is
said to be ‘‘self-controlled,’’ whereas prefer-
ence for SS (and the resulting lower overall
reinforcement rate) is said to be ‘‘impulsive.’’
To obtain the higher reinforcement rate in a
self-control study, the participant must reject
a reward available immediately or after a brief
delay for a larger reward available only after
a longer delay. Correspondingly, to obtain a
higher reinforcement rate in IPDG against
TFT, a player must repeatedly ‘‘cooperate’’—
choose the lower-valued of the current-trial
alternatives (seven over 10 units in Figure 1);
otherwise, on the next trial, the player would
face a pair of still lower-valued units (zero vs.
three units in Figure 1).

In the primrose path experiments noted
above, participants were told (correctly) that
they were playing against a computer and
that their reward depended on their own be-
havior. The primrose path procedure studied
what Rachlin (2000) calls ‘‘complex ambiva-
lence,’’ a choice between maximizing local
reinforcement (corresponding to defection
in an INPDG vs. TFT) and maximizing over-
all, or global, reinforcement (corresponding
to cooperation in an INPDG vs. TFT). Partic-
ipants in primrose path experiments typically
did not maximize overall reinforcement rate
(nor did they minimize it). Rather, their be-
havior was found to be responsive to variables
that typically influence self-control: the re-
ward for impulsive behavior (as represented
by the vertical distance between the solid
lines in Figure 2); the reward for self-control

(as represented by the slope of the dashed
line in Figure 2); the degree to which choices
are restructured into larger units either by ex-
trinsic signals or by patterns in the choices
themselves (Kudadjie-Gyamfi & Rachlin,
1996). The purpose of the present experi-
ments was to study this primrose path self-
control procedure in a context of social co-
operation.

GENERAL METHOD

Apparatus

Six networked IBMt-compatible PCs were
used, with five serving as the interface for
each of the 5 participants in a session (client
machines) and one serving as the data col-
lecting (server) machine. Client machines
had 14 in. to 16 in. (35.6 cm to 40.6 cm)
color monitors and were located in individual
cubicles formed by 5 ft (152.4 cm) tall parti-
tions such that other machines and partici-
pants were not visible when a participant was
seated and facing the monitor. The server
machine was located in a different room. It
was used to set the experimental conditions
and monitor participant choices during the
session. The experiment was programmed in
C11 using Borland’st C11 Builder 5.0.

One postexperiment questionnaire was ad-
ministered in Experiment 1. In this question-
naire, participants reported the number of
people in the session that they knew, if/how
it affected their choices, their strategy during
the session, if they would change their strat-
egy if given another opportunity, and their
degree of belief in the instructions (to deter-
mine knowledge about the deception). Two
questionnaires, distracter and postexperi-
ment, were each used in Experiments 2 and
3; these questionnaires together addressed
the same points as the one questionnaire of
Experiment 1. The distracter task required
participants to report if they knew any of the
other participants in the room and if/how
this affected their choices to that point. The
postexperiment questionnaire asked partici-
pants to report their strategies in each phase,
if they would change their strategy, and de-
gree of belief in the instructions. The pri-
mary purpose of these questionnaires was to
determine if participants knew of or became
aware of the deception.
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General Procedure

After participants were seated at their com-
puters, they were asked to read the directions
on the monitor. The directions, which initial-
ly appeared in a white dialogue box on the
center of the screen, were:

Thank you for agreeing to participate in this
experiment. For each trial of this experiment,
you will be asked to select between two choic-
es, ^X& and ^Y&. You will earn money for each
choice, with the amount depending on your
choice as well as the choices of the four other
participants.

The payoff will follow these rules:

X: (N 3 3 cents) 1 7 cents
Y: (N 3 3 cents)

N 5 # of people choosing Y.

If you have any questions, please ask the ex-
perimenter before beginning the experiment.
Remember, no talking is allowed.

Please do not begin the experiment until
instructed to do so.

After participants reported having read the
directions on the monitor, the experimenter
elaborated on the instructions. Participants
were reassured that they would earn credit
for participation in the experiment as well as
earn a sum of money. The payoff equations
for choices X and Y were repeated to them,
and examples of potential earnings on a trial
were given. Figure 2 represents the game and
possible outcomes on each trial as a function
of other players’ choices, with the upper and
lower lines representing the payoffs for de-
fection and cooperation, respectively. Partic-
ipants were told that choice X would earn 4¢
more than choice Y on any given trial (the 7¢
bonus minus 3¢ due to reduction of N by 1).
A hypothetical trial in which 3 participants
chose X and 2 chose Y was used to illustrate
this point. Participants were also told that the
group as a whole would earn more when rel-
atively more participants selected Y than X.
Hypothetical trials in which all participants
chose X and all participants chose Y were
used to illustrate this point. Participants were
informed that they would be given feedback
in the white dialogue box in the center of the
screen after each trial after all participants
had made their choice. Participants were
asked to attend to this feedback because it

would vary depending on what they chose as
well as what other players chose. Participants
were asked to remain in their seats, facing
their monitors, for the duration of the exper-
iment. Any questions were answered and the
session began when all participants said that
they understood what was being asked of
them. They were not informed of the num-
ber of trials per session, but were told that
the entire experiment was expected to take
about 45 min.

Participants began the experiment by using
the computer mouse to click on a button la-
beled ,BEGIN. below the dialogue box. At
this point, the directions disappeared from
the dialogue box, and the phrase ‘‘please
make your choice now’’ appeared. The payoff
equations moved from the dialogue box to
the left side of the monitor, where they re-
mained for the duration of the session. Two
buttons, labeled ,X. and ,Y., simulta-
neously appeared below the dialogue box,
with the ,X. button left of center and the
,Y. button right of center. After the player
clicked one of the two buttons, both buttons
disappeared and the phrase ‘‘please wait for
others to make their choices’’ appeared in
the dialogue box. Feedback appeared in the
dialogue box 5 s after all players had made
their choices. This facilitated the deception
that they were playing with the others in the
room. Feedback was present on the monitor
for 15 s, and the next trial followed immedi-
ately. This feedback included the partici-
pant’s choice and earnings on the previous
trial, the number of others who chose each
alternative and their respective earnings on
the previous trial, and the participant’s total
earnings. It looked as follows:

You chose ppp and made ppp cents. ppp other(s)
chose X and made ppp cents each. ppp other(s)
chose Y and made ppp cents each.

Total earnings 5 ppp

After the appropriate number of trials
specified by the experimental condition, the
phrase ‘‘experiment is complete’’ appeared
on the screen. Participants were then given a
postexperimental questionnaire to determine
the degree to which they knew the other par-
ticipants. Participants were also asked what
strategy they applied and what the ideal strat-
egy was. Strategies participants reported ap-
plying in all experiments reported here were
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generally straightforward, such as ‘‘pick X (or
Y) all the time.’’ Additionally, they were asked
if they believed the experimenter’s explana-
tion of the payoffs. No significant relation was
found between any of the task measures and
expressed friendship with other players tested
at the same time. Data obtained from any par-
ticipant who reported either knowing ahead
of time or figuring out the deception over the
course of the experiment would not have
been included in the analysis. However, none
of the participants reported knowing about
the deception involved in the study. In Ex-
periments 2 and 3, the distracter question-
naire used between phases asked only about
the relation between participants.

Primary Experimental Manipulation

Participants, although believing they were
playing the INPDG against the 4 other partic-
ipants in the room as stated in the directions,
actually played against 4 DPs. Choices by the
DPs were determined by the computer in one
of two ways:

Tit-for-tat contingency (TFT). The computer
played a modified form of TFT in which the
distribution of DPs cooperating/defecting re-
ciprocated the participant’s choices in the
previous trials. The distribution of DP choices
is represented on the abscissa of Figure 2,
moving from right to left as more DPs coop-
erate. In this variation of TFT, a player’s co-
operation on trial N was followed by cooper-
ation by 1 more DP on trial N 1 1, and would
be reflected by a move from right to left in
Figure 2. A defection on trial N was followed
by a defection by 1 more DP on trial N 1 1,
and would be reflected by a move from left
to right in Figure 2. The limit on the number
of DPs that could cooperate or defect on any
given trial was equal to the total number of
DPs: 4. If a player were to cooperate on four
consecutive trials, all 4 DPs would cooperate
on the fifth trial. If a player were to defect on
four consecutive trials, all 4 DPs would defect
on the fifth trial. All 4 DPs cooperated on the
first trial. This followed Axelrod’s (1984) sug-
gestion to be ‘‘nice’’ (i.e., not to be the first
to defect) so as to initiate cooperative behav-
ior.

Random (RAN). The distribution of DPs
who cooperated/defected was randomly de-
termined by the computer from trial to trial.
The number of DPs cooperating on each trial

(1, 2, 3, or 4) was randomly picked by the
computer. The remaining DPs defected. In
this condition, a participant’s choices had no
influence on the future choices of the DPs.

Preliminar y Experiment

In a preliminary experiment, 30 partici-
pants (six groups of 5 players each) played
the actual INPDG with each other for 20 tri-
als. That is, there were no DPs. For each trial,
the value of N was truly determined by the
number of players who cooperated; this val-
ue, together with each player’s choice to co-
operate or defect, determined payoffs. A very
low cooperation rate was obtained (mean of
all participants 5 0.20 cooperations per trial;
median of group averages 5 0.18), similar to
results from other INPDG and social dilem-
ma studies using five or more players at once.
In this condition, the behavior of each player
had an impact on the rewards obtained by all
other players; thus individual participant ob-
servations were not independent—each five-
player group must be treated as one. Analysis
of the 6 five-player groups in this experiment
suggests that players in different groups often
had vastly different reinforcement patterns in
the INPDG. Although the members of four
of the five-player groups cooperated at a rate
near the overall mean, members of two
groups did not: for one, mean cooperation
rate was 0.42; for the other, mean coopera-
tion rate was 0.05.

EXPERIMENT 1

METHOD

Participants

Sixty participants (20 male) were recruited
from the Psychology Department participant
pool at the University at Stony Brook. Partic-
ipants earned one class credit and also were
paid the amount of money they earned over
the course of the experiment. Five partici-
pants were tested together per session.

Procedure

Thirty participants played the INPDG in
the TFT condition for 50 trials, with the other
30 playing in the RAN condition. Each ex-
perimental session was conducted with 5 par-
ticipants to facilitate the deception, but data
obtained from these participants were inde-
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Fig. 3. A scatter plot of the total money earned and proportion of cooperation for each participant in the TFT
(filled circles) and RAN (open circles) conditions. The positive slope from TFT and negative slope from RAN indicate
that obtained reinforcement rates were consistent with the programmed reinforcement rates.

Fig. 4. The mean cooperation rate in 10 five-trial
blocks versus both TFT (filled circles) and RAN (open
circles) of Experiment 1. Error bars indicate standard
error of the mean.

pendent. Feedback appeared in the dialogue
box 5 s after the last participant made his or
her choice, and was presented in the dia-
logue box for 15 s before the next trial began.
Participants were directed to fill out the post-
experiment questionnaire following the last
trial. Participants were then debriefed, paid,
and dismissed.

RESULTS

As reported earlier, none of the partici-
pants reported suspicion of deception in this
study. No systematic patterns of results were
observed with questionnaire data and will not
be reported here. Figure 3 is a scatter plot of
the amount of money earned against TFT
and RAN as a function of the proportion of
cooperation. The full range of cooperative
behavior was observed in TFT, from complete
defection to complete cooperation. In RAN,
no individual continued cooperating unrein-
forced, and mostly noncooperative behavior
was observed. The near-linear positive slope
in TFT and the near-linear negative slope of
RAN verify that the obtained reinforcement
rates are consistent with the programmed re-
inforcement rates.

Trials in both conditions were divided into
10 five-trial blocks; analyses were conducted
on mean cooperation rate for each block for
each condition (Figure 4). Cooperation rates
were similar across conditions at the begin-
ning of the session, with mean cooperation
slightly higher in the TFT condition than in
RAN. As the session progressed, cooperation
rate remained fairly constant in TFT, whereas
it quickly declined in RAN.
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Fig. 5. The number of participants as a function of
number of cooperations in Blocks 1 and 10 versus both
TFT (filled bars) and RAN (open bars) of Experiment 1.

A 2 3 10 mixed analysis of variance (AN-
OVA) was conducted on these effects. Coop-
eration rate was significantly higher versus
TFT (M 5 0.46) than RAN (M 5 0.25), F (1,
58) 5 10.00, p , .05. A planned comparison
was conducted between mean proportions of
cooperation in Block 1 for TFT (M 5 0.49)
and RAN (M 5 0.39). As expected, this dif-
ference was not significant, F (1, 58) 5 1.91,
p . .05. However, because the difference in
means was moderate, the first choice of all
players was examined to confirm that players
in the two groups had similar expectancies or
experiences prior to beginning the session.
Of the 30 players in the TFT group, 15 co-
operated on the first trial. Of the 30 players
in the RAN group, 13 cooperated on the first
trial. An additional planned comparison re-
vealed a significant difference between mean
proportions of cooperation in Block 10 for
TFT (M 5 0.46) and RAN (M 5 0.16), F (1,
58) 5 10.93, p , .05.

Figure 5 shows frequency distributions of
the number of participants and number of
cooperations in Blocks 1 and 10. In Block 1,

most players cooperated at least once: of the
30 players, 28 and 24 cooperated at least once
in the TFT and RAN conditions, respectively.
In Block 10, however, a majority of players
(20 of 30) in the RAN condition exclusively
defected, whereas only 2 of 30 players exclu-
sively cooperated: The distribution is positive-
ly skewed. Many players in the TFT condition
also defected exclusively (9 of 30) in Block
10, but there were also nearly as many (7 of
30) who cooperated exclusively. This distri-
bution is bimodal, with the major mode at
exclusive defection and the minor mode at
exclusive cooperation.

The top graphs of Figure 6 show cumula-
tive counts of the cooperation choices for
some of the participants in the TFT condi-
tion. The participants whose data are shown
in the left graph ‘‘escaped’’ the trap of mu-
tual defections versus TFT. The criteria for
choosing these participants were: (a) coop-
eration on fewer than half of the trials in the
first half of the session, and (b) cooperation
on more than half of the trials in the second
half. The participants whose data are shown
in the right graph were ‘‘trapped’’ in the pat-
tern of mutual defection. The criteria for
choosing these participants were: (a) coop-
eration on fewer trials in the second half of
the session than in the first half, and (b) co-
operation on fewer than half of the trials in
the second half.

Data from the RAN group were examined
to determine the probability of cooperation
as a function of the feedback on the previous
trial. The total number of cooperative choices
following trials with a particular feedback
(when 2 DP’s cooperated/2 defected, for in-
stance) was divided by the total number of
choices following those trials. The top row of
Table 1 shows the overall probability of co-
operation given the five feedback possibili-
ties. A cooperation was least likely to follow a
trial in which all 4 DPs defected, and this
probability climbed as the number of DPs co-
operating on the previous trial increased up
to the point when 3 DPs cooperated/1 de-
fected, and then dropped when all 4 DP’s co-
operated. The second and third rows of Table
1 show data from the same players, but divide
the session into first and second halves: The
same pattern of cooperation was evident with-
in both halves of the session.
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Fig. 6. Cumulative cooperation counts of those classified as those who escape (left) and are trapped (right) in
Experiments 1 (top) and 2 (bottom).

Table 1

Probabilities of cooperation in the random condition
(RAN) given the distribution of dummy player (DP)
choice in the previous trial.

Number of DP’s defecting/
Number of DP’s cooperating

4/0 3/1 2/2 1/3 0/4

Experiment 1
50 trials
First 25 trials
Second 25 trials

.22

.23

.19

.22

.25

.20

.26

.23

.28

.46

.35

.57

.26

.32

.20

Experiment 2
Phase I
Phase II

.23

.08
.25
.12

.24

.22
.37
.12

.28

.16

DISCUSSION

The overall level of cooperation in the
RAN group, by the end of the experiment,
was not significantly different from that of the
preliminary experiment in which participants
played each other. As in the preliminary ex-
periment, the number of other players co-
operating in the RAN group could shift wide-

ly from trial to trial (whereas in the TFT
condition the number of DPs cooperating
could not increase or decrease by more than
1 from trial to trial).

As expected, there was no significant dif-
ference in mean cooperation rate between
players in the TFT and RAN groups early in
the session. However, the moderate differ-
ence between means in the first block com-
bined with the similarity in number of players
cooperating/defecting on the first trial sug-
gests that the two reinforcement contingen-
cies started influencing behavior almost im-
mediately. This may simply be due to a
difference between TFT and RAN on the first
trial: With TFT, 4 DPs always cooperated on
the first trial; with RAN, there was only a .2
probability that all DPs would cooperate. Giv-
en that most players in the RAN group faced
at least some defection by DPs on the first
trial, the higher cooperation rate by the TFT
group could be due to a tendency by players
to reciprocate cooperation (at least early in
the session).

Overall, the mean cooperation rate was
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higher for players in the TFT group than in
the RAN group. This was expected, as was the
decrease observed across the session for the
RAN group. Mean cooperation versus TFT
was moderate early in the session and re-
mained so throughout. Although the expect-
ed increase in cooperation by the TFT group
was not obtained within the session, mean co-
operation rate is consistent with previous
data. Experiment 8 of Rachlin et al. (2001)
was a two-player IPDG similar to this experi-
ment in that players were given the cover sto-
ry of a social dilemma although they were es-
sentially in a self-control situation. The mean
cooperation rate in their version of TFT was
higher than that obtained in the present ex-
periment (;70% vs. 46%). Given the greater
number of players in the current INPDG
(hence more diffuse DP reciprocation), the
moderate cooperation rate is not surprising.

The frequency distributions of Figure 5
suggest that the RAN condition decreased co-
operation in nearly all players. The number
of exclusive defectors increased from 6 in
Block 1 to 20 by Block 10, and only 4 partic-
ipants cooperated more than two times in the
last block. Furthermore, 21 participants in
the RAN condition (not shown) met the op-
erational definition for ‘‘trapped,’’ whereas
only 2 met the criteria for ‘‘escape.’’ Al-
though the distribution of the TFT group be-
came bimodal in Block 10, the number of ex-
clusive cooperators did not increase from
Block 1 to Block 10. In fact, 5 of the 7 points
that represent exclusive cooperation in both
Blocks 1 and 10 represent individual players
who cooperated exclusively for the entire ses-
sion. The existence of the 4 escapers (Figure
6) indicates, however, that some players did
increase their cooperation rates enough to in-
crease overall amount earned.

Table 1 shows that, for the RAN group, the
behavior of DPs strongly influenced cooper-
ation even though the best strategy versus
RAN was to defect on all trials. Up to a point,
this influence was direct; the more DPs co-
operated, the more the real players cooper-
ated. But this was not simply probability
matching because, when all DPs cooperated,
players versus RAN tended to defect on the
next trial, and this tendency was accentuated
as the session progressed. A player could fol-
low a loose TFT rule: Cooperate after a trial
in which many DPs cooperated (and thus re-

ward ‘‘others’’ for cooperating); defect after
many had defected (and thus punish ‘‘oth-
ers’’ for defecting). This is consistent with
Erev and Roth’s (2001) finding that a ‘‘for-
giving’’ TFT strategy models human IPDG
performance. This is also consistent with be-
havior observed by Fox and Guyer (1977),
who found more cooperation in a three-play-
er INPDG when the probability of coopera-
tion by other players was relatively high
(64%) than low (36%).

If a player in the current experiment ex-
posed to TFT used a reciprocal strategy but
defected on a trial because of error, confu-
sion, or momentary impulsiveness, the play-
er’s defection would have been immediately
reciprocated by 1 DP. The player could then
reciprocate defection by 1 DP and deterio-
ration to complete defection would result
(Kollock, 1993; Macy, 1996). Although this
deterioration to mutual defection would take
a number of trials in the current experiment,
players sensitive to being exploited by even a
single DP would come to defect exclusively.
Additionally, individual defections would be
reinforced (as always with PDGs), whereas
full punishment (all or most DPs defecting)
would be delayed for a number of trials. Fol-
lowing a string of defections, the cost of co-
operating may have been too high to coun-
terbalance the immediate reinforcement of
defection. With DPs and the participant all
applying TFT, a participant who varied even
slightly from exclusive cooperation could be-
come hopelessly trapped in exclusive defec-
tion—unless she or he, at least temporarily,
cooperated in the absence of DP coopera-
tions. A player in this situation would have to
cooperate for at least two trials before seeing
any improvement in overall earnings relative
to those obtained by repeated defection.

The trap at the point of repeated defection
would be even tighter if reward magnitude
were translated to reward value. Assuming di-
minishing marginal value (value as a log func-
tion of magnitude, for example), the distance
between the solid diagonal lines of Figure 2
would be greater at the lower right than at
the upper left, implying that the immediate
punishment for cooperation would be great-
er after a string of defections than after a
string of cooperations—putting together
such a string of cooperations, hence rising to
the left along the broken line of Figure 2,
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Fig. 7. The mean cooperation rate in 5 five-trial
blocks in the two phases versus TFT (filled circles) and
RAN (open circles) of Experiment 2. Error bars indicate
standard error of the mean.

would be more and more difficult the further
to the right in Figure 2 that the string began.

A further implication of diminishing mar-
ginal value is that release from the trap by
arbitrarily moving an INPDG player to the
leftmost point of Figure 2 (forgiving past de-
fections) would reduce the immediate pun-
ishment of cooperation thereby making it
easier for that player to begin a string of co-
operations and obtain the reward for so do-
ing. Experiment 2 was designed to test this
implication.

EXPERIMENT 2

Prior defection against TFT causes current
cooperation to be punished initially; only a
succession of cooperations is reinforced rel-
ative to exclusive defection. In a new game,
however, the consequences of prior defec-
tions are removed. A player who had defected
early in the session in Experiment 1 would
have been choosing between the alternatives
at the right of Figure 2. In a new game against
TFT, those alternatives would suddenly shift
back to the initial alternatives at the left. Can-
non and McSweeney (1998) found that a
midsession pause in the reinforcement sched-
ule created a ‘‘restarting’’ of the within-ses-
sion pattern of responding when the session
continued. It is possible that a player who
would have continued defecting without re-
setting would cooperate when starting anew.

METHOD

Participants

Sixty participants (26 male) were recruited
from the Psychology Department participant
pool at the University at Stony Brook.

Procedure

One group of 30 participants was exposed
to the TFT condition in two separate 25 trial
phases (I and II). The second group was ex-
posed to the RAN condition in both phases.
Participants were informed that the experi-
ment would entail two phases. Directions
were the same as those of Experiment 1 in all
other respects. At the end of Phase I, all par-
ticipants were given the distracter question-
naire while the experimenter reset the pro-
gram for Phase II. Once the program had
been reset and the distracter task was com-

plete, participants were directed to ‘‘begin
Phase II.’’ All DPs cooperated on the first trial
of Phase II in the TFT condition, whereas the
number of DPs cooperating on that trial was
randomly determined in the RAN condition.
As in Experiment 1, feedback was presented
5 s after all players had submitted their choic-
es and was kept on the screen for 15 s. At the
conclusion of Phase II, participants filled out
the postexperiment questionnaire. Partici-
pants were debriefed and asked not to discuss
the nature of this experiment with others.
They were then paid the amount they earned
in the experiment and dismissed.

RESULTS

Trials in both conditions were divided into
5 five-trial blocks and mean proportion of co-
operation for each block was calculated for
each phase and condition (Figure 7). Coop-
eration rate was similar between TFT and
RAN in Phase I: Cooperation decreased with-
in the first five blocks, though more so in the
RAN than in the TFT condition. The differ-
ence between strategy conditions was more
apparent in Phase II, where more coopera-
tion was observed in the TFT than RAN con-
dition. Cooperation rate appeared to increase
in Phase II in the TFT condition (relative to
Phase I), whereas it decreased slightly in the
RAN condition. A 2 3 2 3 5 ANOVA was con-
ducted to examine these effects (condition,
phase, and block).

There was a main effect of block, F (4, 232)
5 3.21, p , .05, and no main effect of phase,



171REINFORCEMENT AND PRISONER’S DILEMMA

Fig. 8. The number of participants as a function of number of cooperations in Blocks 1, 5, 6, and 10 versus TFT
(filled bars) and RAN (open bars) of Experiment 2.

F (1, 58) 5 0.00, p . .05. More important,
there was a significant difference in overall
mean proportion of cooperation between the
TFT (M 5 0.38) and RAN (M 5 0.22) groups,
F (1, 58) 5 6.52, p , .05. The condition x
phase interaction was significant, F (1, 58) 5
11.82, p , .05. Planned comparisons showed
that the difference in Phase I between TFT
(M 5 0.32) and RAN (M 5 0.28) was not
significant, F (1, 58) 5 .54, p . .05. In Phase
II, more cooperation was observed in TFT (M
5 0.44) than RAN (M 5 0.16), F (1, 58) 5
11.55, p , .05. The mean proportion of co-
operation in the RAN group decreased be-
tween Phase I and II, F (1, 58) 5 5.98, p ,
.05; the mean proportion of cooperation in
the TFT group increased between phases, F
(1, 58) 5 5.84, p , .05.

Figure 8 displays frequency distributions of
the number of participants cooperating in

Blocks 1, 5, 6, and 10. As in Figure 5, the
frequency distributions of the first block of
both TFT and RAN groups are somewhat
bell-shaped, and 27 of 30 and 30 of 30 play-
ers, respectively, cooperated at least once in
the first block. As the session progressed, the
shape of the distribution in TFT became bi-
modal, with the major mode at 0 (12 obser-
vations) and a minor mode at 5 (nine obser-
vations) by Block 10. The majority of
participants were cooperating or defecting
exclusively by the end of the session in the
TFT condition. The shape of the distribution
in RAN quickly became positively skewed
(mode at 0) as the session progressed. The
majority of these participants defected for
most of the session.

The bottom graphs of Figure 6 show cu-
mulative cooperations of TFT participants
who escaped (left graphs) or were trapped
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(right graphs). The selection criteria were the
same as those used in Experiment 1. Nine
participants escaped the trap of repeated de-
fection, whereas 10 were trapped in repeated
defections. For some of those who escaped,
the increase in cooperation in Phase II was
dramatic, including three instances in which
defection on most trials in Phase I was fol-
lowed by exclusive cooperation in Phase II.
One of these participants defected exclusively
in Phase I and cooperated exclusively in
Phase II. For most of the trapped partici-
pants, overall cooperation rate was low with
very few cooperations after the first few
blocks.

The bottom rows of Table 1 show proba-
bilities of cooperation following each distri-
bution of DP choices on the previous trial for
the RAN group in Phases I and II. Overall,
data were similar to those of Experiment 1;
probability of cooperation showed some in-
crease as the number of DPs cooperating on
the previous trial increased. As in Experiment
1, the highest probability of cooperation did
not follow trials in which all 4 DPs cooperat-
ed; rather the highest probabilities of coop-
eration followed trials in which 3 DPs coop-
erated in Phase I or 2 DPs cooperated in
Phase II. In the RAN condition, the proba-
bility of cooperation generally was higher ear-
lier in the session (Phase I) than later (Phase
II).

DISCUSSION

As in Experiment 1, a higher mean coop-
eration rate was observed in the TFT condi-
tion than the RAN condition. Observations
from the RAN condition were nearly identical
to those of Experiment 1, where cooperation
rate decreased immediately and remained
low after reaching about 20% cooperation.
Observations from the TFT condition were
somewhat different: Following an initial de-
crease in cooperation, a significant increase
was observed in Phase II. Frequency distri-
butions indicate that mean cooperation rate
in TFT was maintained because, whereas
some players defected exclusively, many also
cooperated exclusively (mean skewness 5
0.63). On the other hand, most players in
RAN defected exclusively (mean skewness 5
1.60).

In Phase II, there was a significant differ-
ence between mean cooperation rate for the

TFT and RAN groups. Previous exposure to
RAN decreased mean cooperation rate in lat-
er exposure to RAN, particularly early in
Phase II. In addition, previous exposure to
TFT increased mean cooperation rate in later
exposure to TFT. This is consistent with the
bimodal frequency distribution of Experi-
ment 1: if the player applies some reciprocal
strategy in the presence of TFT, one acciden-
tal defection can quickly lead to deterioration
or to exclusive defection. This could have oc-
curred for some players in Phase I. Given a
second chance in the second phase of the ex-
periment, those players may have been less
likely than before to emit the first nonrecip-
rocal response. The increase in number of
exclusive cooperators in Phase II (compared
to Phase I) lends support to this idea. Fur-
thermore, the number of participants who
are classified as having escaped, as well as the
plots of their cumulative cooperation (bot-
tom-left graph of Figure 6), points to specific
instances in which this pattern of responses
occurred.

Figure 6 compares individual performance
in Experiments 1 and 2. Though some par-
ticipants in both experiments escaped the
trap of repeated defections, the escapes of
participants in Experiment 2 were more nu-
merous and dramatic. A number of partici-
pants in Experiment 2 who were not coop-
erating at all at the end of Phase I exclusively
cooperated for the duration of Phase II. Be-
havior of this type was not seen in Experi-
ment 1. The differences between the out-
comes of the two experiments appear in the
second half of the session. This was expected
because up to Trial 25 of the experimental
session, the contingencies in the two experi-
ments were identical.

EXPERIMENT 3

Two elements differentiated the TFT con-
ditions of Experiments 1 and 2. First, there
was a clear temporal distinction between the
two halves of the session in Experiment 2 that
did not occur in Experiment 1. Second, a re-
setting occurred in Experiment 2, which
made the distribution of DP choices at the
start of Phase II completely independent of
player choices in Phase I. These two elements
were evaluated separately to determine which
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Fig. 9. The mean cooperation rate in 5 five-trial
blocks in the two phases versus TFT in the STOP (filled
circles) and RESET (open circles) conditions of Experi-
ment 3. Error bars indicate standard error of the mean.

was crucial for the increase in cooperation ob-
served in the second phase of Experiment 2.

METHOD

Participants
Sixty participants (20 male) were recruited

from the Psychology Department participant
pool at the University at Stony Brook.

Procedure
All 60 participants were exposed to the

TFT condition for a total of 50 trials. Half of
the participants (RESET condition) experi-
enced all 50 trials without a pause, similar to
Experiment 1. Following the 25th trial, how-
ever, the TFT strategy was reset (without a
temporal marker or players’ knowledge) such
that all DPs cooperated on the 26th trial. The
strategy then followed the normal TFT strat-
egy for the remainder of the session. The re-
maining half of the participants (STOP con-
dition) experienced a pause in the game
halfway through the session, similar to Exper-
iment 2. The TFT strategy was not reset, how-
ever, and the distribution of DP choices on
the 26th trial followed what was determined
from the combined effects of the player’s
choice and the distribution of DP choices on
the 25th trial. As in the previous experiments,
feedback was presented 5 s after all players
had submitted their choices and was kept on
the screen for 15 s. Other than the experi-
mental condition, contingencies in this ex-
periment were identical to those of Experi-
ment 2.

RESULTS

Trials in both conditions were divided into
10 five-trial blocks; analyses were conducted
on mean cooperation rate for each block for
each condition (Figure 9). A 2 3 2 3 5 mixed
ANOVA was conducted to examine the effect
of condition, phase, and block on mean co-
operation rate. There was a main effect of
phase, with more cooperation observed in
Phase II (M 5 0.36) than Phase I (M 5 0.29),
F (1, 58) 5 4.94, p , .05. No differences were
observed between the STOP (M 5 0.35) and
RESET conditions (M 5 0.31), F (1, 58) 5
0.29, p . .05, nor between blocks, F (4, 232)
5 1.21, p . .05. None of the interactions were
significant.

Planned comparisons were conducted to
examine further the within-group differences

between phases. In the STOP condition,
there was a nonsignificant difference in mean
cooperation rate between Phases I (M 5
0.31) and II (M 5 0.39), F (1, 58) 5 2.70, p
. .05. The difference between Phases I (M 5
0.27) and II (M 5 0.34), F (1, 58) 5 2.24, p
. .05, in the RESET condition also was non-
significant. Frequency distributions showed
the pattern observed in the previous experi-
ments: somewhat normal distributions be-
came increasingly bimodal as the session pro-
gressed, with the major mode at 0 and the
minor mode at 5.

Figure 10 shows cumulative cooperations
of participants considered to have escaped or
to have been trapped in the two conditions.
The numbers of participants who escaped the
pattern of repeated defections is comparable
for the two groups; these numbers are greater
than those of the TFT group of Experiment
1 and less than those of the TFT group of
Experiment 2.

DISCUSSION

There was an overall increase in coopera-
tion between Phases I and II, but the increas-
es observed in each of the two conditions sep-
arately were not statistically significant. This
is dissimilar to the result of Experiment 2, in
which the TFT condition resulted in a signif-
icant increase in mean cooperation rate in
the second phase of the experiment.

The pattern of results obtained in the
STOP and RESET conditions are nearly iden-
tical to each other, and somewhat similar to
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Fig. 10. Cumulative cooperation counts of those classified as those who escape (left) and are trapped (right) in
the STOP (top) and RESET (bottom) conditions of Experiment 3.

Fig. 11. The increase in mean cooperation rate per
block between phases versus TFT in three conditions dif-
fering in the manner in which the phases are divided
(from Experiments 2 and 3).

the TFT condition of Experiment 2. The ma-
jor difference between the TFT condition of
Experiment 2, which includes both a stop
and reset, and the STOP and RESET condi-
tions of Experiment 3, is the degree to which

cooperation increased in Phase II relative to
Phase I. Figure 11 displays the change in
mean cooperation rate from Phases I to II in
the three conditions. The TFT condition of
Experiment 2 is distinguished by a greater in-
crease in cooperation between phases than ei-
ther of the Experiment 3 conditions, though
this observed difference is not statistically sig-
nificant, F (2, 87) 5 0.25, p . .05. An exam-
ination of the bottom of Figure 6 and Figure
10 indicates that the overall increase in co-
operation, though nonsignificant, is due to
the distribution of participants who mostly/
exclusively cooperate and mostly/exclusively
defect. The stop and resetting of the TFT
strategy of Experiment 2 appears to allow
more participants to escape the trap of defec-
tions than either the STOP or RESET con-
ditions of Experiment 3.

CONCLUSIONS

The manner in which TFT was applied in
the current social cooperation study models
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an established choice procedure in studies of
self-control (Herrnstein et al., 1993; Kudad-
jie-Gyamfi & Rachlin, 1996). In the present
social cooperation studies, as in self-control
studies, a conflict was imposed between max-
imization of local and global rewards. The
main difference between the two types of
studies is in the instructions to the partici-
pants. On the one hand, in the present ex-
periments participants were told that they
were playing against other real players but
were actually playing against dummy players.
The players, therefore, did not know the
rules by which their play influenced the
choices of dummy players. However, they
were told the rules by which ‘‘other players’
choices’’ influenced the alternatives they
faced. On the other hand, participants in typ-
ical self-control studies are correctly told that
they are interacting with a computer and that
reward depends on their own behavior, but
they are not explicitly informed of the con-
tingencies between their behavior and re-
ward. In neither type of study are participants
typically able to state those contingencies af-
ter exposure to them over the limited num-
ber of experimental trials. Nevertheless, in
both types of studies, behavior is at least par-
tially responsive to them—self-control is high-
er, hence overall reinforcement rate is higher,
for participants exposed to such contingen-
cies than those exposed to random variation
of reward, albeit few participants with either
set of instructions maximize global reinforce-
ment.

Experiment 2 shows that, with the prison-
er’s dilemma, when the trap of mutual defec-
tion is opened, and players are given a new
chance to cooperate, cooperation does in-
crease. Although the likely explanation for
this effect is a new opportunity to cooperate
versus a reciprocal strategy (as opposed to a
random strategy), the two experimental con-
ditions also differed in one additional way. In
each phase of the TFT condition, all DPs co-
operated on the first trial. This was not the
case in the first trial of each phase in the RAN
condition; the number of DPs cooperating
was randomly determined and, on average,
only 1 of 5 players in the RAN condition had
4 DPs cooperating on the first trial. However,
it is unlikely that this first-trial difference was
the critical difference between conditions; in
previous research, PDG participants did not

increase cooperation even when their oppo-
nents cooperated on all trials (Silverstein,
Cross, Brown, & Rachlin, 1998).

The STOP condition of Experiment 3 fur-
ther discounts the possibility that the number
of DPs cooperating on the first trial of each
phase was the critical difference between con-
ditions. In the STOP condition, unlike the
TFT condition of Experiment 2 and the RE-
SET condition of Experiment 3, the number
of DPs cooperating on the first trial of Phase
II was not 4 for all players. Because that num-
ber depended on each participant’s behavior
in the previous trials, the number of DPs co-
operating in the first trial of Phase II was fre-
quently low. Nonetheless, without an all-co-
operate condition (or a RAN condition in
which 4 DPs always cooperated on the first
trial), first-trial difference cannot be defini-
tively ruled out as an explanation for height-
ened cooperation versus TFT.

Experiment 3 indicates that the increase in
cooperation in the NPDG versus TFT de-
pended not only on a resetting of contingen-
cies but also on a clear signal (here a pause
in the game) that they had been reset. It re-
mains to be determined whether self-control
in situations of complex ambivalence may be
similarly enhanced.

Although there is some evidence from the
present studies that participants themselves
played a modified form of tit for tat (they
reciprocated other players’ cooperation, but
with a low probability), a preliminary exper-
iment with multiple real players found a very
low level of mutual cooperation (about equal
to that against randomly playing opponents).
This may be due to the low probability of re-
ciprocation of cooperation by real players.
Reciprocation by the tit-for-tat playing DPs in
the present experiments (although graded
rather than all-or-none) was certain and did
engender cooperation.

These experiments thus imply that coop-
eration in real-life social systems with multiple
participants will be enhanced when recipro-
cation is certain, when multiple defections by
any given group member are periodically for-
given by the other members, and when that
forgiveness is clearly signaled.
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